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Abstract—With the death of Moore’s law, the computing community is in a period of exploration, focusing on novel computing devices, paradigms, and techniques for programming. The TENN-Lab group has developed a hardware/software co-design framework for this exploration, on which we perform research with three thrusts: (1) Devices for computing, such as memristors and biomimetic membranes. (2) Applications that employ spiking neural networks for processing. (3) Machine learning techniques to program. The design framework is unified, because it allows all three thrusts to work in concert, so that, for example, new results on device design can apply instantly to the current results of applications and learning. In this paper, we detail the interweaving components of the design framework. We then describe case studies on each of the research thrusts above, highlighting how the unified framework is enabling to each case study.

I. INTRODUCTION

The computing community is currently in a period of exploration. Moore’s law has died, and as such, researchers are exploring alternatives to the von Neumann computing paradigm to achieve improved computational performance, lower power consumption, and novel functionalities. Notable products from this exploration are novel new architectures for computation [1], [2], [3], [4], [5], theories on biologically inspired computation [6], [7], and algorithmic approaches to problems that are more successful at, for example, image classification, than previous approaches [8], [9].

At the University of Tennessee and Oak Ridge National Laboratory, we have developed a research group called TENN-Lab (Laboratory of Tennesseans Exploring Neuromorphic Networks). We focus on Neuromorphic computing, specifically spiking neural networks, as the basic vehicle for our research. Our goal is to push the research boundaries of three important areas in the search for novel computing paradigms and implementations:

1) Designing new architectures for computing, based on conventional and novel computing devices.

2) Developing new applications for these architectures.

3) Using machine learning techniques to program.

In this paper, we describe our approach, specifically the hardware/software co-design framework that allows us to explore these three areas simultaneously. Our framework is based on a general model of spiking neural networks, so that we may develop applications generally, without having the applications concern themselves with the specifics of a neural network or neuromorphic implementation. Our neural network architectures export this general interface, but each implements functionality specific to the devices on which it is implemented. For example, our mrDANNA architecture (see Section IV-A) has been designed to leverage implementation by novel memristive devices, and it has been implemented within our general model, so that our applications may execute upon it without modification. We program the applications with a combination of supervised learning (via genetic algorithms) and unsupervised learning (via Spike Timing Dependent Plasticity: STDP), and are performing active research in these areas, so that we may widen the scope, applicability and effectiveness of our architectures and applications.

In this paper, we present three case studies of our approach, showcasing each of the three research thrusts. The first of these is the development of mrDANNA as a neural network architecture inspired by memristive computing devices (Section IV-A). The second presents an application called RoboNAV, a self-contained, self-navigating vehicle that uses neuromorphic architectures to direct its exploration of spaces while avoiding obstacles (Section IV-B). The third presents a structure-based enhancement to learning, called Output Redundancy, to improve the effectiveness of the genetic component of learning (Section IV-C). These case studies highlight the
interoperability of our environment, and how each research thrust improves the other.

II. RELATED WORK

An overview of the field of neuromorphic computing is available in [10]. Design and software frameworks have been developed for some fully fleshed out neuromorphic systems, including SpiNNaker [1], IBM’s TrueNorth [2], and FACETS/BrainScaleS [3], but beyond programming languages such as PyNN [11], there is little that enables the general co-design of hardware and software for neuromorphic systems.

In this work, we describe how we utilize our co-design framework for device research, application research, and learning research. For device research, we show how our co-design framework has been used to develop a hardware implementation based on hafnium-oxide memristors. Memristors have emerged in recent years as a common circuit component included in neuromorphic systems [12], [13], [14], [15]. Although metal-oxide based memristors have been common, including those based on hafnium oxide as in our implementation [16], titanium oxide [17], and tungsten oxide [18], a variety of other types of materials are also being used to implement memristors, including chalcogenide memristors [19] and polymer and organic memristors [20]. Though we limit ourselves to hafnium oxide memristors in this work, this co-design framework can easily be applied to other memristive implementations.

For our applications research example, we demonstrate the use of our co-design framework to develop an application in autonomous robot navigation with obstacle avoidance. Robotics have been a common application area for neuromorphic systems, because they often require very small and very power efficient controls systems. Navigation has been a popular choice among other neuromorphic systems, including autonomous driving [21], maze navigation [22], and obstacle-avoidance [23], [24].

For our learning research example, we employ a genetic algorithm to train neuromorphic systems, and we explore approaches in which we can utilize a single simulation run to perform a complex fitness evaluation by utilizing “Output Redundancy.” Genetic algorithms and other evolutionary approaches have been utilized to train a variety of both neural networks and neuromorphic systems [25]. The application of genetic algorithms to neural networks (sometimes called neuroevolution) has been used to determine parameters of networks (such as the weight values of synapses) and/or network topology [26], [27], [28], [29]. For neuromorphic systems, genetic algorithms and other evolutionary approaches are attractive because they can work within the constraints of the neuromorphic system and train directly to a particular implementation or device type. They have been employed for a variety of neuromorphic implementations, including programmable devices [30], [31], custom devices [32], and memristor-based implementations [33].

III. DESCRIPTION OF THE CO-DESIGN FRAMEWORK

The basic components of our co-design framework are in Figure 1. At the center is a software core, which defines interfaces that allow the other three components to interoperate, and implements functionalities common across components. Examples of the interfaces are primitives for neural network creation, modification and serialization. The network creation primitive allows an application to express its complexity, in terms of number of input/output neurons and hidden neurons, and have each device/architecture implement network creation in accordance with those parameters in a manner that is consistent with the device and architecture. The network modification primitives allow the genetic algorithms to direct optimization by utilizing reproductive operators such as mutation and crossover, each of which is implemented by the device/architecture in a manner that makes sense to the specifics of the device and architecture. The serialization primitive allows the genetic algorithms to store populations of networks, so that the applications may utilize the best ones once the supervised learning phase is complete.

![Fig. 1. The components of our hardware/software co-design framework.](image)

A second set of interfaces governs the operation of the neuromorphic devices. For example, an application may allocate an instance of a device and load a network from a serialization. Then, the application drives the device, specifying input (see the next paragraph for a description), running the device, and then interpreting output. The same interface is used for both device simulations and physical implementations of the devices. The interface allows for multiple simultaneous device instantiations, so that the genetic algorithms may evaluate large populations of networks in parallel.

Finally, the core implements functionality to facilitate input to and output from the neuromorphic devices. An application may wish to express its input as a numeric value. The core allows the application to define the range of its input values, and how each input will be encoded for the device. For example, the input may be rate coded so that large values are converted to many pulses and small values are converted to few pulses; or the input may be binned, so that specific
input neurons are associated with specific ranges of values; or the input values may be converted to specific amounts of charge, when applied to the device. Our core supports these techniques and their combinations. After defining the input coding, the application simply calls a core procedure when it wants to apply input, and the proper encoding is applied. Interpreting output is similar. The core implements voting, counting and binning as techniques to extract boolean, integer and set outputs from the neuromorphic device.

A. Devices and Architectures

We have developed three neuromorphic architectures within this framework. They share the following inspirations from the brain: Neurons that accumulate charge and fire upon reaching a threshold, synapses that transmit charge temporally from neuron to neuron, and plasticity that allows the strengths of synapses to grow and shrink according to their influence on neuron firing. They differ in how they store and transmit charge, their connectivity, and how they are implemented.

The first of these is named NIDA (Neuroscience-Inspired Dynamic Architecture) [25] and features analog neurons that are laid out in three dimensions. Synapses may connect any pair of neurons, and their delays are defined by the distance between the neurons they connect. Multiple models of leak, potentiation and depression are supported by NIDA [34]. It is implemented in simulation with support for visualization.

The second architecture is called DANNA (Dynamic Adaptive Neural Network Array) [35] and is much more constrained than NIDA. It is composed of a two-dimensional array of programmable elements, where each element may be a neuron or a synapse. Neuron thresholds, synaptic weights and synaptic delays are all programmable, digital quantities, and any element (a neuron or synapse) may only connect to its 16 nearest neighbors (in the 8 compass directions). DANNA also supports multiple models of potentiation and depression for unsupervised learning. We have implemented DANNA in simulation and on FPGA’s. The largest DANNA FPGA grid that we have tested is 75 X 75, which we have verified to be cycle-accurate with the simulator. We have a CMOS design for DANNA, and are fabricating a 5 X 5 test chip in late 2017.

The third architecture is mrDANNA, described in detail in Section IV-A. We are currently performing the experiments to develop a fourth architecture based on biomimetic membranes for the computing fabric [36].

B. Applications

Our applications fall into four categories: Control, classification, security and benchmarks. We describe a control application in Section IV-B. Other control applications are a simulation of an inverted pendulum on a cart, the cell-phone game “Flappy Bird,” and multiple navigation engines similar to the one described in Section IV-B. Our classification applications train on labeled data from multi-dimensional data sets such as those found in the UCI Machine Learning Repository. Their performance is as good as, or superior to other machine learning projects on popular labeled data sets such as Iris flower identification and Wisconsin Breast Cancer diagnosis [37]. The security applications are in the domains of packet rate determination and low-power sensors, and the benchmark applications perform simple and composable tasks such as digital operations, counting and voting.

C. Learning

Our machine learning methodology is a combination of supervised and unsupervised learning. The supervised learning relies on a genetic algorithm approach, where both parameters (e.g., neuron thresholds, synapse weights) and neuron/synapse structures are modified in evolutionary optimization. In particular, the crossover operation can take two parent networks, split each in half, and combine the two sets of halves, structurally, into two child networks.

When a network is generated from the genetic algorithm, the plasticity of the architecture allows it to undergo unsupervised learning. In this phase, repetition of input may be employed to allow synapses to strengthen as they cause neurons to fire, or to weaken when their firings are inconsequential. We have demonstrated the effectiveness of unsupervised learning on a benchmark application (XOR) on mrDANNA [38].

IV. CASE STUDIES

In this section, we detail three case studies of research projects in each of the three areas of our co-design framework.

A. Device Research: Development of mrDANNA

Memristors are two-terminal devices whose resistance depends on the current/voltage operational history of the device. Memristors encompass a broad category of devices, including phase change memory and a variety of conductive filament based devices which have also been termed resistive memory, RRAM, or ReRAM. While the mechanism of switching varies between the various types of memristors, the fundamental properties of these devices include non-volatility and repeatable modulation of resistance state based on current and/or voltage changes. The majority of memristors are based on a metal-insulator-metal (MIM) structure, where the insulator is a transition metal-oxide. Although many transition metal-oxide MIM devices exhibit resistive switching behavior, their manufacturability, endurance, data retention, and multi-level programmability vary widely.

Our application of memristors is to emulate synaptic functionality in neuromorphic circuits. For example, during the learning phase of neural network generation, the relative strength of connections (synapses) in the network must be encoded in some form of memory. Memristors can encode these synaptic weights with much higher density than conventional SRAM or DRAM. Further, some memristive devices have exhibited multi-level, analog switching behavior.

One major challenge is to integrate memristors seamlessly with CMOS-based integrated circuits. To meet this need, we have developed CMOS-integrated RRAM that can function as memristors using a standard 65nm process technology. RRAM elements are implemented at the interface between the
front-end transistor contacts and back-end metalization layers. This creates RRAM in a 1-transistor/1-memristor (1T1R) configuration, where each memristor is connected in series to a transistor. This transistor serves as a current limiting device, as well as an addressing element.

These CMOS-integrated RRAM have displayed excellent switching characteristics (2V and lower operation), high endurance (over 1 billion cycles), and multi-level operation (up to 10 resistance levels per RRAM cell). By using short pulse-based biasing (< 10 ns pulses), the resistance of these devices can be incrementally increased or decreased, allowing for the multi-level operation necessary for neuromorphic computation [39].

![Fig. 2. Schematic of a twin-memristor structure for synapses with positive and negative weights.](image)

We are currently implementing CMOS/memristor hybrid circuits to construct a memristive dynamic adaptive neural network array, or mrDANNA [40]. MrDANNA traces its lineage from NIDA and DANNA. A schematic of one of our synapse structures is shown in Figure 2. This synapse exploits two memristors for positive and negative weights. Using the multi-level capability of our memristor-based RRAM cells, the weights of synapses can be incrementally adjusted online and in real-time, following learning rules for long term potentiation and depression (LTP/LTD). More specifically, if a post-synaptic firing event occurs just after a corresponding pre-synaptic firing event, then LTP is triggered and the synaptic weight increases. Similarly, if a post-synaptic firing event happens to occur simultaneous to a pre-synaptic fire, then the synaptic weight decreases due to LTD.

Figure 3 shows Cadence Spectre simulation results for LTD and LTD events for an example 2-input mrDANNA network. When the input synapses \( F_{pre1} \) and \( F_{pre2} \) fire right before causing the post-synaptic neuron \( F_{post} \) to fire, their weights \( G_{eff1} \) and \( G_{eff2} \) potentiate. When they fire simultaneously, or just afterwards, they depress. There are two events in this picture (roughly times 0.2 and 0.6) where multiple firings both potentiate and depress the synapses’ weights.

Using electrical characteristics measured from the CMOS-integrated RRAM, we have developed a memristor device model for circuit-level SPICE simulations. This device-level model and corresponding circuit designs were used to guide the creation of a virtual model for simulating full mrDANNA networks using memristive synapse structures. Like DANNA, this model has a 2D grid of elements; however, in mrDANNA, each major element is a core consisting of a single neuron and eight memristive synapses. Connectivity follows that of the DANNA system and is limited to nearest neighbor connections. From the mrDANNA model, we have developed a high-level simulator that fits within the structure described in Section III. We have used the simulator to generate networks that solve our various applications. We show further work with mrDANNA in the two subsections below. Our first mrDANNA test chip is scheduled for fabrication at SUNY-PI in late 2017.

### B. Application Research: Development of RoboNav

RoboNav started as a senior design project in the EECS department at the University of Tennessee. The goal was to design and build a self-contained robot, under neuromorphic control, that can avoid obstacles while exploring its environment. Once the robot was designed, the work split into two sub-tasks: physically building the robot, and programming a robot simulator that could be used to train a neuromorphic network to drive it. When each of these tasks was finished, a neuromorphic (DANNA) FPGA was loaded on the robot and attached to the inputs, the FPGA was configured with both the neuromorphic network and communication programming so that the physical inputs were translated to DANNA inputs.

The final project was successful. RoboNav is pictured in the left side of Figure 4, and can explore spaces, while avoiding obstacles. We describe each of the tasks in RoboNav’s development in greater detail below.

![Fig. 4. Picture of RoboNav, with schematics on how it communicates with the DANNA FPGA.](image)
degree separation between sampling). Additionally, it has two “whiskers” on limit switches to detect drop-offs in the terrain (e.g., stairs, curbs, holes, etc). The neuromorphic processor is a Kintex-7 FPGA on a Digilent Genesys 2 development board. The FPGA implements the DANNA neuromorphic model, described briefly above in Section III. The information from the LIDAR and whisker sensors is converted to neuromorphic inputs, and the neuromorphic outputs are converted to track inputs via a MicroBlaze core. The core and FPGA are battery powered, and installed on the robot so that it is self-contained.

The simulator for RoboNav fits into the structure of our neuromorphic co-design framework. The simulator is written in C++ with a visualizer in Open-GL. The interaction between the robot and the neuromorphic navigation application is depicted in Figure 4. At regular intervals, the five LIDAR inputs, two whisker inputs, a random number generator, and a clock signal are all communicated as neuromorphic input, using the input-to-spike functionality described in Section III. The random numbers are intended to help explore random spaces. There are four output synapses, one for each direction of movement for each of the two tracks. At each interval, we count the firings of each pair of synapses for each track, and for each pair, the synapse that fires the most determines the direction.

We chose DANNA for RoboNav because of its FPGA implementation, which allows for self-contained operation. The size of the DANNA array is 15 X 15. To generate a DANNA network, we performed a parallel version of our genetic algorithm [41], utilizing 18,000 processing nodes for 24 hours on Oak Ridge National Laboratory’s Titan supercomputer. The fitness function combines several goals of RoboNav: obstacle avoidance is the highest priority, followed by coverage of a simulated room, and the utilization of all track directions. The last goal was added, because the first successful RoboNav network only turned right! The best network achieves a fitness score of 72%, and is able to avoid all obstacles, but not achieve total room coverage from all starting positions. Since there are obstacles in the space, it is impossible to achieve 100% coverage.

The resulting network has 24 neurons and 104 synapses. We have successfully demonstrated the self-contained, battery-powered RoboNav exploring halls and offices at the University of Tennessee, for which it has not been trained, while avoiding all obstacles.

RoboNav may be used for benchmarking neuromorphic architectures and machine learning. As a brief example, Figure 5 displays the results of performing a small evolutionary optimization experiment on Titan. In the experiment, for each of the three models (NIDA, DANNA and mrDANNA), 100 independent optimizations were performed on 7 cores each, for exactly one hour. The graph shows Tukey plots of the 100 fitness values for each model. The fitness values compare poorly to the 72% network above, because each test is using 0.000016 of the computing power of the optimization that produced the network with 72% fitness.

The results show that NIDA generates better networks on the whole than DANNA, which generates better networks than mrDANNA. Drawing conclusions about the models, however, requires more care than simply comparing numbers, because the recently-written mrDANNA simulator is much slower than the more mature NIDA and DANNA simulators, and therefore performed less optimization. We include this graph to demonstrate that once an application like RoboNav is implemented within the co-design framework, it may be used to perform research on all of the models, and as we demonstrate in the next subsection, on the learning methodology.

C. Learning Research: Output Redundancy

Like all heuristic search techniques, evolutionary optimization (EO) suffers when the search space becomes too large. One potential way to improve EO is to add diversity to the population, to prevent the search from staying in local minima [42], [27]. In this section, we present a brief technique that we call Output Redundancy, to add diversity to populations.

We explain the technique with reference to one of our benchmark applications: XOR. In this application, we present a series of $w$-bit XOR problems to the neuromorphic device. We show an example, where $w = 1$, in Figure 6(a). For each problem, two bits, $A$ and $B$, are pulsed into the neuromorphic device. There are separate input neurons for 0 and 1, which we label $A0/A1/B0/B1$. The device then runs for a set interval of time. During that interval, we count output pulses on two neurons, one for an output of 0 and one for an output of 1. Whichever pulses more is the answer (ties go to zero). We repeat the process for subsequent problems. When we train networks using EO, we affix a seed and generate 200 random XOR problems. The fitness of a network is the percentage (or factor) of correct answers.

With Output Redundancy, we choose a number, $R >= w$ of outputs. In Figure 6(b), that number is three, and there are
three pairs of output neurons, which we label XS/XT, YS/YT and ZS/ZY. This gives us a great deal of flexibility in how we interpret output. We may select any of the pairs X, Y or Z, and then we can assign 0 to either S or T, and 1 to the other. That yields 6 different ways to interpret output. When \( w > 1 \), there are \( R!/(R-w)! \) ways to assign the output pairs to bits, and \( 2^w \) ways to assign each output in each pair to a value. Therefore, the number of ways to interpret output is:

\[
N = 2^w \left( \frac{R!}{(R-w)!} \right)
\]

When we perform EO to train networks using Output Redundancy, we can evaluate each of the \( N \) ways of interpreting output with one execution of the neural network. The reason is that the interpretation of the output in XOR does not affect the input. This is not true for all applications. The control applications (like RoboNav), for example, have the output affect the state of the system, and therefore affect the input. The classification and security applications are like XOR, and the output does not affect the input.

At the end of an execution during EO, there are then \( N \) fitnesses from which to choose. We choose the best of these, and report it as the overall fitness of a network. This adds diversity. To give an example from Figure 6(b), the EO may select a network whose (0/1) outputs are XS/XT, and a network whose outputs are ZT/ZS, to reproduce. In Figure 6(a), all networks have the same outputs.

Herein, we present a brief experiment with Output Redundancy, one and two-bit XOR, and all three of our neuromorphic architectures. For each value of \( w \), we performed over 100 EO runs without Output Redundancy, and then with Output Redundancy for \( R = \{w, w+1, w+2, w+3\} \). For each run, we stopped either when the fitness was one, meaning the network solved the problem, or we had run for 100 epochs. Each epoch ran fitness calculations on a population of 1000 networks, after which a round of genetic mutations and reproductions generated the next epoch. We present the results in Figures 7 and 8.

In Figure 8, we present the results for \( w = 2 \). The control is now labeled “2-C.” In this figure, in addition to showing the number of epochs, we show the fitnesses achieved. The reason is that when a majority of runs reach 100 epochs, the final fitness values measure of how well the EO performs. When \( w = 2 \), Output Redundancy shows marked effectiveness in NIDA. Without Output Redundancy, the majority of runs reach 100 epochs; when \( R = 5 \), nearly all of the runs achieve a fitness of 1, with more than half of the runs finding a network in under 40 epochs. DANNA and mrDANNA also show some effectiveness with Output Redundancy. This can be seen in DANNA by the increasing average fitness values, and in mrDANNA by the fact that maximum fitness networks are found with fewer epochs as \( R \) increases. Once again, for this problem, NIDA evolves the best, followed by mrDANNA and DANNA.

Because this is a brief experiment, we do not draw wide conclusions from it. Output Redundancy is clearly an effective
Timing dependent plasticity (STDP), and we intend to explore a variety of unsupervised learning mechanisms based on spike-neuromorphic systems. We intend to implement and test a real evolutionary optimization. Other optimization methods beyond genetic algorithms and can systematically explore learning and training methods for particular device implementation based on memristive synapses, we describe how this framework enables research on a particular device implementation based on memristive synapses, on the development of an application for autonomous robot navigation, and on the development of an enhancement to the genetic algorithm based on Output Redundancy.

This framework will continue to enable exploration in each of these three facets of neuromorphic computing co-design. We are already actively pursuing the development of new neuromorphic device implementations, including an implementation utilizing biomimetic membranes. We intend also to contribute to research on existing neuromorphic implementations by developing the appropriate interfaces to our software core. For application research, we are actively developing applications in a variety of domains, including scientific data classification, anomaly detection in network traffic, and other autonomous vehicle navigation tasks (including helicopters and drones). Through the inclusion of multiple neuromorphic implementations with significantly varying characteristics, and a wide variety of application types, we can systematically explore learning and training methods for neuromorphic systems. We intend to implement and test a variety of unsupervised learning mechanisms based on spike-timing dependent plasticity (STDP), and we intend to explore other optimization methods beyond genetic algorithms and evolutionary optimization.

As described in previous sections, we are actively developing and deploying real neuromorphic devices, in both our FPGA implementation of DANNA and our test chips for both DANNA and mRDANNA. The learning and training paradigms in our framework provide us with networks for each of these devices that can solve real problems, such as the robotic navigation task described above. We are encouraged by the results enabled from this software/hardware co-design framework, and we intend to continue to utilize this framework to demonstrate how neuromorphic systems can and will be successfully deployed.

V. Future Work and Conclusion

In this work, we describe a hardware/software framework for the co-design of neuromorphic computing devices, learning/training algorithms, and applications. We present case studies on each of three factors to demonstrate how this framework enables development on all three components and that the development completed on any one of the three components enables further research in the other two components. We describe how this framework enables research on a particular device implementation based on memristive synapses, on the development of an application for autonomous robot navigation, and on the development of an enhancement to the genetic algorithm based on Output Redundancy.
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