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ABSTRACT
Memristors are widely leveraged in neuromorphic systems for constructing synapses. Resistance switching characteristics of memristors enable online learning in synapses. This paper addresses a fundamental issue associated with the design of synapses with memristors whose switching rates in either direction differ up to two orders of magnitude. A twin-memristor synapse that uses memristors with identical switching rates is first presented. It is shown this design fails in the case of disproportionate switching times. To circumvent this issue, a quad-memristor synapse is also considered. The scheme used for online learning of the synapse circuit implementation, and simulation results are also presented. To compare the two synapses, their area, clock frequency, dynamic power and energy per spike values are provided.
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1. INTRODUCTION
Neuromorphic systems are brain-inspired computing systems, wherein synapses are utilized as the medium of communication. Synapses are responsible for the adaptability of any system which mimics the brain. Learning is that characteristic of the synapse which enables it to update itself depending upon the relative timing of the occurrence of input and output spikes. The learning mechanism is mainly classified into two types: online learning and offline learning. Online learning is often based on unsupervised learning such as Spike Time Dependent Plasticity (STDP), Long Term Potentiation (LTP), and Long Term Depression (LTD) [9,10]. Memristors are widely utilized to construct synapses in neuromorphic computing systems [5] owing to the analog programmability of their resistance, which represents the synaptic weight. In addition, memristors are nano-scale devices, hence paving the way for low power designs. During the online learning of these memristive synapses, the weight of the synapse is altered by the application of voltage pulses across the memristors.

Memristors can be made to switch between several resistance states. For a given voltage across the memristor, the specific switching mechanism in the device determines the time it takes to switch from the Low Resistance State (LRS) to the High Resistance State (HRS) or vice-versa. However, due to the disparate nature of the switching mechanism for opposite polarities, the switching rates could differ significantly [1–3]. Failure to acknowledge this difference in the switching rates leads to functional errors in the operation of memristive systems. Specifically, with same voltage applied in both the directions, the memristor switches in a single step in one of the directions (to attain LRS or HRS), but attains an intermediate resistance state (due to slower switching rate) in the other direction. In this paper, we present two different mechanisms for online learning, to cater to this dichotomy of the symmetric and asymmetric switching rates possible in memristive devices. We also describe the advantages and disadvantages associated with each learning technique depending on the above-mentioned switching mechanism and the available memristor models.

The remainder of the paper is organized as follows. Section 2 details the construct of the twin-memristor synapse that uses memristors with symmetric switching rates. Section 3 delineates the quad-memristor approach for designing with memristors with asymmetric switching rates. Section 4 illustrates some results to compare the two synapses and details some thoughts that emerge from this discussion from the perspective of both circuit designers and device personnel. Section 5 concludes the paper.

2. TWIN-MEMRISTOR SYNAPSE
The twin-memristor synapse structure is comprised of two memristors connected with opposite polarity. The synaptic weights are represented using memristors, where the memristance is proportional to the desired weight. This approach follows that of several other memristor-based neural network designs where voltage inputs across memristive weights yields a weighted sum in the form of a current [4,6–8]. Negative weights are achieved through the use of a pair of memristors (Figure 1) for every synaptic weight. This approach is similar to that presented in [4] where a pair of memristive crossbar arrays are used to represent the negative and positive components of the weights. In the memristor pair for each synapse, one memristor is used to drive positive current while the other drives negative current (pulls current from the integrator). If the memristance of both
memristors in the pair are equal then the currents will cancel each other for any given input spike and the effective weight is zero. From this point, where the memristance values are equal, one memristance can be increased (decreased) to change the weight while the other memristance decreases (increases) by a complementary amount. The weight of the synapse is proportionate to the effective conductivity of the pair of memristors, given by:

\[ G_{\text{eff}} = \frac{1}{M_p} - \frac{1}{M_n} \]  

3. QUAD-MEMRISTOR SYNAPSE

During the learning process in the twin-memristor synapse, both memristors switch in opposite directions with voltage pulses of opposite polarity and of the same duration. However, switching rates are rarely equal for both increasing and decreasing memristance. In this paper, we consider the HfO₂ device described in [1]. Based on experimental results reported therein, we conservatively assume that the time taken for switching from LRS to HRS is 1\(\mu\)s whereas switching from HRS to LRS takes only 10ns. In the case where a voltage pulse greater than the switching threshold and of duration larger than or equal to 10ns is applied, the memristor switches from HRS to LRS in a single step. Thus, for such voltage pulses, the memristor is unable to display analog programmability, making LTP/LTD infeasible.

To be able to perform LTP/LTD in the face of asymmetric switching rates of memristors, we propose a quad-memristor synapse structure as follows.

3.1 Working Scheme

A simplified view of this synapse is shown in Figure 4. Currents through M1 and M3 flow in the negative direction, whereas those through M2 and M4 flow in the positive direction. The total current flowing out of the synapse is proportional to its weight and its direction determines if the weight is positive or negative. The current through the synapse is proportional to the effective conductivity of the memristor cluster, given by:

\[ G_{\text{eff}} = \frac{1}{M_2} + \frac{1}{M_4} - \frac{1}{M_1} - \frac{1}{M_3} \]

The learning mechanism for this synapse abides by the following set of rules:

1) A memristor switching during LTP/LTD is always from LRS to HRS.
2) Only one of the memristors switches during LTP/LTD. Either of M1 and M3 is selected for potentiation while one of M2 and M4 is used for depression.
3) Any pair of memristors, whose memristances are equal and both higher than LRS, are both reset to LRS. The possible combinations being (M1, M2), (M2, M3) and (M1, M4).
Starting with an initial weight, when an LTP/LTD is performed on the synapse, it can have several states as shown in Figure 5. Here, starting with a positive weight, the state diagram shows which of the memristors is to be selected for an LTP/LTD event. After a weight change operation, a new state results and a new pair of memristors are to be selected for LTP/LTD. In this process, whenever the memristances of two devices (not in their LRS state) are equal, they are RESET to LRS. This leads the synapse into one of the other “Operational States.” The states on which a RESET operation is performed are named the “Transitional States.” Figure 5 shows the transitions for positive weights. An analogous diagram can be drawn for negative weights.

3.2 Circuit for the quad-memristor synapse

Figure 6 shows a single memristor circuit inside the memristor block. Four such memristor circuits make up the memristor block as shown in the inset to the figure. As shown in Figure 6, the operation of the synapse is split into three phases. The control block for the memristor is used to enable the appropriate transmission gates of the memristor circuit so as to form the various circuit configurations as needed for the three phases of operation.

**LTP/LTD phase:** In this phase, the synapse’s weight changes. Each memristor is assigned a signal SW, to determine if its state should change during this phase. Only those devices whose SW signal is enabled have their state changed.

**Sense and RESET:** This phase is used to ascertain the state of the synapse and determine which pair of devices to use in case of a weight change operation. In this phase, a voltage divider network is formed as shown in Figure 6. The sensed voltage $V_s$ from the divider of all the four memristors drives the main control block. The control block compares these voltages against reference voltages $V_{ref0}$ and $V_{ref1}$, which represent LRS and HRS states for the memristor, respectively. This comparison is accomplished using a differential voltage-mode comparator.

Using the digital outputs of the analog comparators, the control block ascertains the state of the synapse and outputs SW, to assert the memristors to be used for the next LTP/LTD phase. If the main control block senses the current state of the synapse to be a transitional state, it enables the appropriate RS signal to RESET the pertinent pair of memristors to LRS. A RESET operation is again followed by a sensing phase to sense the new operational state that the synapse has attained (after the RESET operation).

**Accumulation:** In this phase no state change occurs. Current flows through the synapse proportionate to its weight and accumulates charge on the post-synaptic neuron.

3.3 Simulated Synaptic Operation

In this section, we present some simulations of the synapse’s weight change scheme described thus far.

Figure 7 shows the basic LTP operation being performed on the synapse. Here, the signal $N_{fire}$ indicates the firing
event of the post-synaptic neuron and the signal \textit{pot/dep} indicates LTP/LTD. When \textit{pot/dep} is asserted HIGH, it indicates potentiation and when it is LOW the weight is depressed. The synapse here is in the initial state of \( M_1 > LRS \) and \( M_2 = M_3 = M_4 = LRS \). With each \( N \text{fire} \) event, the \textit{pot/dep} is asserted HIGH, indicating potentiation. Therefore, \( M_1 \) is used for weight change. Further LTD operations result in the switching of \( M_2 \).

Figure 8 shows the case when the synapse is initially in the state \( M_1, M_2 > LRS, M_1 > M_2 \) and \( M_3 = M_4 = LRS \). In this case, when repeated LTD is performed on the synapse, at a certain stage, \( M_2 \) attains the same memristance as that of \( M_1 \). This is a transitional state, hence both \( M_1 \) and \( M_2 \) go to LRS, as shown in Figure 8. Further LTD operations result in the switching of \( M_2 \).

Figure 8: Reset operation performed when a transitional state is encountered.

Table 1: Metrics for comparison of the two synapses.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Twin-memristor</th>
<th>Quad-memristor</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of MOS devices</td>
<td>80</td>
<td>1481</td>
</tr>
<tr>
<td>No. of memristors</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Clock frequency used</td>
<td>10 MHz</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Phases of operation</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Average Power</td>
<td>45.35 ( \mu )W</td>
<td>306.2 ( \mu )W</td>
</tr>
<tr>
<td>Energy per Spike</td>
<td>4.558 pJ</td>
<td>30.6 pJ</td>
</tr>
</tbody>
</table>

4. COMPARISON AND DISCUSSION

Table 1 shows some metrics for the two synapses. Obviously, the quad-memristor synapse has a higher silicon footprint, consumes more power and has an extra phase of operation (the \textit{Reset} phase). However, it may be noted that the quad-memristor design addresses a major (often neglected) issue with respect to the switching of some memristors: asymmetric switching rates. The analysis of these synapses provokes the following conclusions:

1) Better memristive device stacks need to be engineered to reduce the mismatch in the switching times.

2) In the wake of having to design synapses with contemporary devices having disproportionate switching rates, circuit designers could leverage our scheme of operation for the quad-memristor synapse to realize such synapses.

5. CONCLUSION

In this paper, we have considered an issue that is fundamental to the physics of switching in the memristor, the mismatch in the switching rates in opposite directions. Starting with the design of a twin-memristor synapse suited for online learning using memristors with identical switching rates, we have presented a quad-memristor synapse structure for use with devices whose switching rates differ by a margin as large as two orders of magnitude. We have also shown and compared the metrics of their circuit implementations.
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